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Linguistic Approaches to Online Crimes 

Author: Patrizia Anesa (patrizia.anesa@unibg.it) 

Abstract 

Online scams have reached a high level of sophistication, and their diffusion rate is 

constantly increasing at the global level. This study investigates the persuasion 

strategies that emerge in two common scams, advance-fee frauds and romance scams. 

This paper analyses how scammers regularly exploit their victims' errors of judgment 

thanks to the creation of sophisticated and credible narratives and persuasive lexical 

choices. The investigation draws on previous research on scams (cf. Anesa, 2020; 

Arinas Pellón et al., 2005) and aims to gain a finer understanding of how linguistic and 

discursive strategies are employed for fraudulent purposes. Our hypothesis defends that 

the two types of scams draw on similar communicative strategies. Specifically, the 

analysis is based on Lea et al.’s taxonomy including motivational and cognitive 

judgment errors (2009, p. 25-34). Authentic examples of scams are included in two 

corpora compiled for this study. The analytical section describes the main linguistic, 

rhetorical, and discursive devices that the scammers employ to be successful in their 

fraudulent attempts. The scammer aims to fabricate trust through discursive, generic, 

and linguistics practices that can deceive the potential victims in romance scams and 

advance-fee scams. The types of frauds included in the two corpora are different, but the 

strategies employed by scammers show a certain degree of resemblance. Both in 

romance and AFF scams, the criminals manage to create a gap between the desire to 

believe the story's truthfulness and the ability to process the information rationally. As a 

result, once the victims are engaged in the fraudulent mechanism, they tend to disregard 

the possibility that the text may not be genuine. Genre cognisance is also astutely 

exploited by the scammers to defraud their victims. For example, in advance-fee frauds, 

scams follow the traditional structural elements of business proposals, thus matching 

people's expectations. In a similar vein, in romance scams the scammers' profiles tend to 

mimic genuine textual production. Consequently, the scammers manage to exploit the 

desire of the victims to believe in the message they read, which reduces their ability to 

process the message rationally and cautiously. 
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Identification of Spanish speakers feigning a Russian 

accent by palatalisation of /t/. New perspectives for the 

analysis of voice quality 

Author: Pedro Castillo Mollá (pcmolla@outlook.es) 

Abstract 

This piece of research analyses the role of palatalisation of phoneme /t/ for speaker 

identification purposes. The investigation focuses on cases in which speakers imitate a 

Russian accent in Peninsular Spanish. The paper asks four questions: (a) Is there a 

relationship between the changes in the values of three distinctive features of phoneme 

/t/ and a specific group of speakers? (b) What is the degree of palatalisation that 

characterises both groups? And (c) is it possible to calculate the likelihood ratio of a 

Spanish feigning a Slavic accent examining the realisations of /t/? We raise two 

hypotheses, a null hypothesis (H0) and an alternative hypothesis (H1). H0 predicts that 

the changes in the values of each feature (dependent variables) are independent of a 

specific group of speakers (independent variables). H1 predicts that the changes in the 

values of each feature are dependent on a specific group of speakers. Briefly, the 

experimental design involves 1) informants: 90 speakers; 2) instruments: a phonetically 

rich test, sounds artificially modified with PRAAT 2020 and surveys; 3) tools: PRAAT 

2020 (6.1.09 version), IBM SPSS Statistics (22.0 version) and IPA symbols for 

phonetic transcription; 4) and 4) an oral corpus with spontaneous speech. The corpus 

contains palatalised and non-palatalised allophones of /t/ and vowels shaping syllables 

with such allophones. Regarding the procedure, we perform three different but related 

types of analysis: articulatory, acoustic and perceptual. Findings from this experiment 

support the alternative hypothesis because the palatalisation of /t/ was found to be 

higher for Russian than for Spanish speakers. Furthermore, it was possible to measure 

the likelihood ratio of Spanish speakers feigning a Russian accent. We hope that this 

piece of research may fill the gap left by the traditional analysis done in Speaker 

Recognition and Speaker Identification concerning palatalised voice quality, and 
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encourage further research into accent imitation and disguise in Peninsular Spanish and 

Russian. 
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Managing misunderstandings in police interviews 

Author: Chi-Hé Elder (c.elder@uea.ac.uk) 

Abstract 

This paper examines how misunderstandings are identified, negotiated and resolved in 

police-suspect interviews. In the UK, police interviewers are trained to obtain as neutral 

an account of events as possible. However, the interviewer is also responsible for 

obtaining institutionally accepted testimony, requiring the interview to be directed in 

specific directions. Previous work has identified potential sources of misunderstandings 

to which interviewers must be sensitive to obtain quality testimony from the suspect. 

For example, interviewers should avoid specialised jargon in their language that, even if 

not used to be intentionally deceptive, may impact the quality of testimony acquired 



from the suspect (Filipović, 2019) and should clarify suspects' use of vague, ambiguous 

and contextual language (e.g., 'I wish it didn't happen') (Shuy, 2017). They also need to 

ensure that questions are satisfactorily addressed as intended, as suspects can evade 

providing direct answers by capitalising on unintended but inferable aspects of the 

interviewer's question, thereby still appearing compliant to the questioning process 

(Haworth, 2006). Such considerations highlight that the process of eliciting testimony is 

not simply a case of interviewees offering information but that the interviewer plays a 

significant role in shaping the testimony to fulfil institutional requirements. This paper 

addresses the question: How do institutional constraints affect the process of meaning 

negotiation in police interviews when misunderstandings arise? Examples are extracted, 

transcribed and anonymised from a corpus of 15 interviews totalling 8h24m between 

police interviewers and suspects obtained from a local police constabulary, made 

available for research at the author's institution. Instances of 'other-initiated repair' are 

identified in which there is an explicit request to explain the meaning of what has been 

said (i.e., the request is clarificatory of existing content, as opposed to additive). The 

extracts are analysed using principles from interactional pragmatics developed by Elder 

and Haugh (2018), analysing which meanings are put on record and resolved and which 

are ignored or left unresolved, for example, by suspects responding to interviewers' 

questions in deviant or unexpected ways, or by interviewers ignoring irrelevant but 

inferable meanings from suspects' contributions if they do not conform to the topic at 

hand. Overall, this paper will provide a greater understanding of how testimony is 

negotiated and reformulated between interviewer and suspect within the confines of 

institutional requirements, which can offer supplementary training on how interviewers 

can manage misunderstandings in the interview room. 
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themselves understood, with a post-Gricean perspective that views meaning as 

stemming from speakers' communicative intentions. Her current work is testing the 

approach's applicability in different interactional contexts, including political debate, 
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Evaluative Textbites as Evidence of Discourse 

Functions of Terrorist Communicated Threats: When 

'Care' is a Moral Foundation 

Author: Awni Etaywe (awnietaywe2@gmail.com) 

Abstract 

Recent linguistic research suggests a direct link between moral values and evaluative 

language use, and also that meta-values—e.g., care—offer a coding frame and 

interpretive lens based on interpersonal relationships and violent forms of behaviour (cf. 

Kádár, Parvaresh, & Ning, 2019). To date, limited forensic linguistic research has been 

undertaken on terrorist communicated threats as moral, evaluative construct despite 

recognising the moral element of terrorism (cf. Seto, 2002). This paper adds to the 

literature on linguistic features of terrorist threat text-type. This paper analyses the 

discoursal functions of terrorist threats and threat types. The sample consists of twelve 

texts made publicly available on the internet and produced by Osama bin Laden of al-

Qaeda, Shekau of Boko Haram, and Tarrant of the far-right. A close textual analysis is 

undertaken to categorise the texts into threat types, following Gales (2010). Analysis, 

then, zooms into the discourse function(s) of each text as realised in evaluative textbites 

that give rise to patterns in attitudinal meaning types and identifiable values, which are 

deployed as a basis for disaffiliation and can colour a text with hostile attitudes and a 

moral justification. The analytical approach draws on the social semiotic approach to 

social affiliation—grounded in Systemic Functional Linguistics—which draws on 

Martin and White's (2005) appraisal framework to explain how attitude is realised 

through evaluative language. For example, in a Shekau's text, 'You Christians cheated 

and killed us to the extent of eating our flesh like cannibals' incorporates a coupling; 

alternatively, a textbite, of the 'You Christians' with negative judgement, annotated as 

[ideation: You Christians/attitude: negative judgement] and instantiating a 'Christians 

are bad: cheater and killer' disaligning value. This paper foregrounds the disaffiliative 

function of threat texts, whereby an author uses couplings to distance victims and build 

rival participants of conflicting values while communicating intentions to cause terror or 

work injury to a targeted social group, their property or rights. It foregrounds terrorists' 

pursuit for value disalignment with victims in such a way that the text producer benefits, 

has their current benefits reinforced or protected, or seeks to redress a moral breach 

against an in-group's moral order (cf. Culpeper, Iganski, & Sweiry, 2017). Findings 

from this piece of research show that the threats in the dataset are mostly direct or 

direct-conditional. Discoursal functions range between manipulation, which serves to 

preserve a threatener's ideological and physical territories; retribution, which is in 

response to the in-group's moral order disruption; and identity-damage, where couplings 

instantiate the values of negative 'others' merely because these belong to a particular 

category, and a threatener's symbolic benefit is achieved by damaging the victim's 



symbolic power. The paper's findings present terrorist threat texts as boulomaic texts—

i.e., with attitude to cause harm—produced by deontic participants. A semantics-based 

approach to threat functions is proposed by focusing on attitudinal meaning-making 

resources and their role in social disaffiliation. 
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Confession to make: Confessing through 

Misunderstanding in Police Interviews 

Author: Luna Filipović (l.filipovic@uea.ac.uk) 

Abstract 

Confessions in policing contexts are elicited in different ways and usually during 

lengthy exchanges. Sometimes suspects are unaware that they have made an inadvertent 

confession. On other occasions interviewers may think they have obtained a confession 

while the interview is ongoing, only to find upon subsequent examination of the 

transcript that none has been given, in which case we have a mistaken confession. Why 

do these misunderstandings happen? Furthermore, more importantly, since the 

consequences of such occurrences for justice and individual lives are potentially severe, 

can they be prevented? The research project's goal presented in this talk was to find out 

how and why misunderstandings lead to inadvertent and mistaken confessions in two 

very different legal contexts: the United Kingdom and the United States. I studied a 

unique database of authentic transcribed police interviews with suspects from both 

countries (100 in total, 50 monolingual and 50 bilingual) to gain in-depth insights into 

the linguistic and communicative similarities and differences between the two 

approaches to law enforcement. UK and US police interview styles have not been 

analysed in this way before and they are particularly relevant for comparative purposes 

since a) they involve very different interviewing strategies (The Cognitive Interview in 



the UK vs The Reid Technique in the US), and b) both models are widely adopted in 

jurisdictions across the world. A recent detailed international review of a significant 

number of studies of the two different questioning methods by the police internationally 

(Meissner et al., 2012) highlights that, overall, the UK-type information-gathering 

approach produces significantly more true confessions. In contrast, the US-type 

accusatorial approach produces significantly more false confessions. However, there has 

been no full linguistic study of confessions that are performed inadvertently, by 

concurring only with parts (not wholes) of lengthy statements that function as question 

prompts for admission or denial or by misunderstanding what was said. I hypothesised, 

based on the previous studies available (Berk-Seligson, 2009; Filipovi'c, 2019), that 

there will be 'inadvertent confessions' in both UK and US data, but that their incidence 

will be higher in the US than in the UK context because of the different communicative 

pressures (confession elicitation vs gathering quality evidence). The methodology is 

structured with a focus on three hypothesised sources of misunderstanding: 1) 

incomplete reference ('I saw it' - What does 'it' refer to exactly?), 2) lexical, semantic 

and syntactic complexity of words and structures (as 'evidence sufficient to preclude the 

imposition of penalty'), and 3) unresolved semantic/ syntactic ambiguity ('He dropped 

her on the stairs'—on purpose or not?). The research findings and authentic examples 

from the data are beneficial to students and practitioners in the legal and linguistic 

fields, such as police officers, lawyers, judges, interpreters and academic and 

professional educators. They pave the way for empirically informed professional 

training and further investigations into how language is used and manipulated to 

achieve different institutional or individual goals within the different justice systems of 

the world. 
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Interpreting Challenges in the Context of Police 

Interviews 

Author: Luna Filipović (l.filipovic@uea.ac.uk) 

Abstract 

This talk is about interpreter-assisted police interviews in the UK and police 

interrogations in the US and the challenges that multilingual interactions in this context 

pose for justice systems and efforts towards equality before the law. The title of this 

paper is purposefully ambiguous. 'Interpreting challenges' refers to the challenges FOR 

interpreting as a process in a highly sensitive legal context, and also to the challenges 

OF interpreting and the effects of interpreter-mediated communication on the 

information obtained. The aim of this talk is accordingly twofold: 1) to explain the 

linguistic, communication and interpreting difficulties specific to the context of a police 

investigation and 2) to illustrate with authentic, concrete examples what happens when 

these difficulties are not dealt with properly. Several studies in forensic linguistics have 

observed and addressed many of the problems that the increase in multilingual 

exchanges and the need for quality interpreting in legal context pose for justice systems 

(see Filipović, 2019 for a recent overview). In this paper a novel and comprehensive 

perspective is offered. By contrastively analysing extensive data from two different 



jurisdictions, namely the US and the UK, we can see which problems are pervasive and 

shared across different jurisdictions and despite the very different approaches to police 

questioning, namely the investigative interviewing in the UK underlined by the 

principles of cognitive interview vs the interrogation method based on Reid technique in 

the US. At the same time, we have an opportunity to gain a comparative insight into two 

very different systems of language service provision and production of evidence. In the 

US, bilingual police officers still act as interpreters, while this is not allowed in the UK, 

where only professional registered interpreters are used. On the other hand, the US 

provides professional control interpreters post-interview, who produce bilingual 

verbatim transcripts and check for interpreting errors, while no such thing is available in 

the UK where the transcripts are monolingual non-verbatim. The two different types of 

practice will be contrasted and exemplified with authentic excerpts from 100 bilingual 

interviews with victims, witnesses and suspects, including multiple languages in 

combination with English (Spanish, Portuguese, Lithuanian, Russian). We focus on the 

following sources of difficulty identified during the data analysis: 1) complexity of 

police speak, 2) language typology contrasts and lack of perfect translation equivalence, 

3) interpreting of paralinguistic features such as attitude markers, and 4) the cost of 

unresolved miscommunication. We will explain why tackling these problems is 

necessary to achieve equality in access to justice and fair treatment of speakers with 

limited or zero English proficiency. This work has already been included in various 

training programmes for police officers and interpreters in the UK and I shall report on 

these practical applications of primary empirical research and show what we have 

learned about how to translate research into practice effectively.  
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Pragmatics and authorship analysis 

Author: Eilika Fobbe (efobbe@gmx.de) 

Abstract 

This paper examines the role of pragmatics in forensic authorship analysis and makes 

suggestions for a more comprehensive integration of pragmatic approaches to written 

texts. While there are many studies on surface structure features, it seems that 

pragmatics is only occasionally considered in tasks of attributing authorship, although it 

is well established in other research areas in language and law. By examining the 

communicative aspects of forensic texts in detail, pragmatic approaches methodically 

contribute to the forensic analysis of authorship and may extend the linguistic database 

available by analysing deeper layers of text. Unfortunately, many forensic texts are 

short (less than 200 words) and, therefore, provide very little linguistic data, hindering 

the use of automated systems and statistical analysis. From a pragmatic point of view, 

each text represents a materialised attempt to deal with a communicative situation, and 

its pragmatic analysis reveals the author's communicative skills, ideas and strategies for 

handling it. Moreover, integrating the textual level into the linguistic analysis may 

reveal stylistic traits that can only partially be derived from surface-structural elements 

and can prove to be highly individual. Therefore, the use of pragmatics could help 

identify an author even based on a relatively small amount of data. An early application 

of pragmatics as part of discourse analysis is Coulthard's work on Derek Bentley's 

confession and other questioned testimonies. Pragmatically oriented studies related to 

authorship analysis are, for instance, Kaplan examining pragmatic functions of syntactic 

structures or Brinker with his analysis of thematic text patterns. Other studies refer more 

indirectly to pragmatic aspects through genre dependent features of texts or only use 

isolated pragmatic-related features. We aim to illustrate through selected examples how 

the studies include pragmatic aspects, what they consider pragmatic features and what 

they can contribute to the analysis of authorship. Furthermore, by comparing the 

different approaches, instructive examples will illustrate the advantages of a more text-

oriented approach. The paper shows that the use of pragmatic features in forensic 

authorship analysis currently varies widely and comes from different areas of linguistic 

research. Since pragmatics offers great potential for forensic applications, future 

research should aim to link existing approaches more closely, to harmonise them in the 

course of a specific forensic orientation. 
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Grice's Cooperative Principle as a linguistic tool for 

statement veracity assessment: A tale of two minor 

girls claiming sexual abuse 

Author: Victoria Guillén-Nieto (victoria.guillen@ua.es) 

Abstract 

In their excellent state of the art on veracity evaluation, Nicklaus and Stein (2020) point 

to the fact that veracity evaluation is dominated by forensic psychologists and argue that 

'adding technical linguistic knowledge to the toolbox of veracity evaluation is necessary 

to analyse evidence given in the very medium that is the object of the scientific study of 

language.' (2020, p. 24) This paper analyses the use of Grice's Cooperative Principle 

(CP) as a linguistic tool for statement veracity assessment. Grice explains that there are 

many occasions on which speakers fail to observe the CP and its maxims of 

conversation. One of these types of non-observance is violating a maxim—that is, the 

unostentatious non-observance of a maxim. In other words, the speaker who violates the 

maxim does not expect the hearer to know or realise that she is doing so. This deceiving 

strategy is, in effect, the essence of lying and deception. We hypothesise that lying has a 

ripple effect on the maxims of conversation. We ask the following questions: How does 

lying affect the maxims of conversation in a fabricated statement? Can we consider 

violating the maxims of conversation a subtle linguistic behaviour linked to lying in 

fabricated statements? If so, can we add the violation of the maxims of conversation as a 

pragmatic indicator to the toolbox of veracity evaluation? The analysis is grounded in 

empirical work in two cases of sexual abuse against minor girls aged 14-15 years. In 

both cases, the expert linguist was asked to write a complementary forensic linguistic 

report for purposes of supporting the findings of the psychology-based approaches-e.g. 



Reality Monitoring (RM), Content-Based Criteria Analysis (CBCA), and Statement 

Validity Analysis (SVA). In each case, the expert linguist was asked to analyse the 

video recording of a minor girl's statement to determine whether or not there were 

specific linguistic indicators that could support the hypothesis that the statement was 

fabricated. In addition, the expert linguist made a transcript of the verbal statement, 

including paralinguistic and kinesic details. The linguistic evaluative report referred to 

all linguistic analysis levels: lexical, syntactical, semantic, and pragmatic. This paper 

draws attention to the recent growing interest that linguistic evaluative reporting has 

risen in forensic psychologists and lawyers in the Spanish legal context, who have 

started to see the benefits of adding linguistics to forensic practice. The paper also 

breaks new ground in proposing the CP and the maxims of conversation as a pragmatic 

tool for statement veracity assessment away from isolated cliché language indicators. 
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Abstract 

This paper aims to raise awareness of the challenges legal interpreters face in police 

interviews. They need to be faithful to the original speech and, at the same time, render 

idiomatic versions in the target language. Previous studies have shown that time 

pressure, memory, note-taking skills, among others, may lead the interpreter to 

condense the meaning in the target language, which results in additions, omissions, or 

alterations of the original text's meaning (Hale, 2007). It is also frequent that the 

interpreted version involves changes in the communicative style and register (Krouglov, 

1999). Furthermore, different languages have different ways to encode meaning, 

making it difficult for the interpreter to find an equivalent construction. For example, 

some semantic categories are compulsory in some languages but not in others. In this 

vein, intentionality in Spanish is always marked—e.g., 'lo tiré' ('I threw it'), 'se me cayó' 

('it happened to me that it fell'), while it is not always marked in English, e.g., 'I dropped 

it', which can be intentional or unintentional (Filipović, 2007, 2017; Filipović & Hijazo-

Gascón, 2018). Thus, interpreters need to choose between more idiomatic versions that 

may not encode all the semantic information of the source text and versions that convey 

all the semantic information but may sound unnatural in the target language. These 

linguistic differences might seem minor at first sight but can have crucial consequences 

in a legal context. This paper presents the analysis of Spanish-English bilingual police 

interviews in California (USA). These interviews are transcribed by a control 

interpreter, including translation notes. The analysis presented here is based on the cases 

in which the two interpreters diverge. The results show different types of inaccuracies 

that can be classified into two groups. The first group consists of the differences due to 

general interpreting skills-related challenges, such as addition or loss of intensity, the 

omission of information about emotional states, or changes in the use of euphemisms. 

The second group includes differences concerning semantic contrasts without an 

equivalent in the other language, such as non-agentive constructions, motion and modal 

verbs. These inaccuracies can influence the rapport between the interlocutors and how 

they perceive each other, interfering with the interviewing strategy. This research 

contributes to raising awareness about the complexity of police interpreting and 

advocates for the importance of transcribing police interpreting in major cases. 
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Transferring expertise on epistemic modality, 

evidentiality and related notions to defamation: a case 

study 
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Abstract 

Languages possess a vast array of devices that modulate in very different ways the 

responsibility we assume when we talk, such as supposedly, allegedly, visibly, 

obviously, in my opinion, or I guess, among many others. Most of them have been 

semantically analysed within the linguistic categories of evidentiality, and epistemic 

modality (cf. Aikhenvald, 2004; Nuyts, 2001) and have been pragmatically included 

among hedges and boosters (Hyland, 2019). Markers of evidentiality and epistemic 

modality may have a significant impact in potentially defamatory texts: whereas 

boosting strategies might be seen by lawyers and judges as unambiguous linguistic 

evidence of the defendants' commitment towards punishable statements, hedging 

strategies may help them escape liability. Previous studies in the field of forensic 

linguistics have not focused on the strategic role of markers of epistemic modality and 

evidentiality in cases involving defamation and related language crimes, such as hate 

discourse or threats, even if there are some notable exceptions, such as the mentions to 

such items in the judgments analysed by Shuy (2010) or the mitigating strategies 

identified in threatening discourse by Gales (2011). This paper aims to transfer 

specialised knowledge about markers of epistemic modality, evidentiality and related 



notions to a defamation case to clarify their role in potentially defamatory discourse. 

The defamation case examined in this paper was accessed through Court decision nº 

269/2015 given by the Provincial Court in Alicante (Spain). In 2015, a famous Spanish 

TV host published a post in her blog where she expressed a very negative opinion about 

a prominent regional politician. The latter brought a claim against the former for 

defamation because she considered her honour and dignity damaged. More specifically, 

the plaintiff claimed that she had been accused of bribery and corruption in the original 

text, particularly through the following sentence: 'Yo no sé qué dirán los jueces sobre 

sus corruptelas, pero para mí usted no es una presunta chorizo, es una chorizo sin 

paliativos...' ('I don't know what the judges will say about your corrupt practices, but, to 

me, you are not an alleged crook, you are an unmitigated crook…'). This sentence 

contains different devices that may mitigate—e.g., 'presunta' ('alleged'), para mí ('to 

me')—or strengthen—e.g., 'chorizo sin paliativos' ('unmitigated crook')—one's 

commitment towards the state of affairs described. Identifying the type and degree of 

responsibility assumed by the defendant was hindered by such combination of hedges 

and boosters, as it is evinced in the analyses proposed by the contending parties and the 

judges' reasoning. I will show that transferring specialised research on evidentiality, 

epistemic modality, and related notions would have been extremely useful to understand 

which are the devices that construct the potentially ambiguous epistemic commitment 

assumed by the defendant in her post and to unveil how boosting and mitigating 

strategies interplay with each other in the text, which may have helped judges in their 

legal reasoning. 
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Abstract 



Terrorism in Greece has been mainly committed by far-left revolutionary organisations 

who claimed responsibility for their actions and simultaneously provided their political 

ideas in many proclamations and communiqués. This paper primarily uses a machine 

learning approach based on linguistic evidence to capture psychological warning 

behaviours in written texts by four Greek far-left and radical anarchist terrorist groups 

that conducted a severe number of attacks since 1975 and are highly related to terrorist 

incidents. Using various unsupervised NLP methods, we will extract the documents' 

main topics and identify the common ideological framework expressed in the selected 

manifestos. Concerning the Greek case, corpus-based techniques have been applied for 

authorship identification, detection of hate speech, and comparison of related ideology 

by implementing text mining clustering techniques. However, the psychological 

dimensions that underpin the Greek terrorist mindset have not been so far investigated. 

Therefore, based on the hypothesis derived from previous research that terrorist texts 

present a linguistic feature set that is psychologically meaningful and correlated to 

violence, we set two questions: 1) What are the linguistic features and sentimental 

aspects of the language of violence adopted by the Greek terrorist groups? 2) Do left 

terrorist organisations in Greece share a common ideological background? We use four 

different corpora consisted of proclamations signed by four well-known Greek terrorist 

groups. In order to extract information from the text and provide insights about its 

author from a psychological standpoint, we will use LIWC, a computerised word 

counting tool that looks for and counts words in psychology-relevant categories across 

multiple text files. We will then analyse the distribution of semantic word clusters—

'topics' in our corpora—by implementing topic modeling techniques and other concept-

visualisation methods (word and collocation clouds, and Multidimensional Scaling on 

vocabulary). Primary results of our research indicate that particular LIWC categories 

align with the ‘terrorist mind’ based on the fact that specific lexical categories 

demonstrate different psychological properties and detect meaning in our experimental 

settings. Moreover, many discussion ideas in the texts share a common background and 

reflect underlying differences due to the changes in the sociopolitical context. 
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Abstract 

Authorship attribution is an important topic in NLP and has received notable attention 

in many research communities. Authorship attribution is an interdisciplinary area that 

involves stylometry, information retrieval and machine learning. Most previous research 

done in the area has been devoted to long, formal texts, because of the inherent 

difficulties in determining the authorship of a short text. However, with the advent of 

social media, texts are often short. Therefore, the question is: Is it possible to predict the 

author of a text that may not exceed 280 characters? Our paper analyses the authorship 

attribution of short texts, especially tweets, by using deep learning methods. The dataset 

used in our study consists of 42,923 tweets collected from 11 candidates during the 

2017 French presidential election. This corpus is available on the Ortolang website. It 

must be noted that political tweets are not necessarily representative of tweets written 

by the general public (standard tweets). However, we consider that this type of tweet 

still provides the appropriate characteristics for us to evaluate the potential of a deep 

learning approach for authorship attribution (Longhi, 2017). In authorship attribution, 

the stylometric features selection plays a critical role; more than 1,000 features have 

been proposed (Rudman, 1998). For our experiment, we are mostly concerned about 

word- and character-level n-grams because previous work in the field supports the 

effectiveness of these two types of features in authorship attribution systems 

(Stamatatos, 2013). Before using NLTK tools to extract word and character n-grams, we 

removed all special characters, numbers, and links from the data. In terms of model 

construction, we investigate the performance of Convolutional Neural Networks (CNN) 

and Long Short Term Memory (LSTM) networks. We built six models, including two 

CNN and four LSTM, and applied them to the two features selected. FastText are used 

as the pre-trained word vectors. The experimental evaluation showed that CNN 

achieved better accuracy than LSTM (83% against 81%). Although these are not 

outstanding results, deep learning is still a promising approach since it can outperform 

the traditional machine learning algorithms (Naive Bayes, SVM, Decision Tree, 

Random Forest). This research is a premise for examining the performance of deep 

learning in authorship attribution. In the future, we would like to apply these models to 

different datasets that are less biased and more reliable (we are currently collecting 

articles and news to have a set of predefined authors on a well-defined topic). 
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Abstract 

The analysis of language evidence in investigations is often nonscientific. Skilled 

language users such as investigators and judges may understand how language works 

but not to the degree that scientific linguistics does. False confessions can be 

instrumental in convicting defendants yet often go undetected. I focused here on ones 

written by the police and attributed falsely to the accused. How can it be demonstrated 

that a confession did or did not originate with a suspect? One answer is authorship 

analysis. In the US, the standards for the admission of scientific testimony are Daubert 

and Frye. However, the author has been successful in having judges admit his 

authorship methodology and allow his testimony numerous times in murder and high 

stakes monetary cases. This paper asks two questions: 1) Did the accused, Antwan 



Cubie, himself author the murder confession, or did he not? 2) Do the patterns in the so-

called confession match the linguistic patterns of known contemporaneous writings of 

Cubie, or do they better match those of the testifying detective? Forensic linguistics 

narrows the suspect pool of possible authors, discerns demographic information from 

language evidence, and then given samples from subjects, helps identify or disallow 

possible authors. Both qualitative and quantitative methods are used. Qualitative 

methods are largely inductive. The linguistic analysis aims to discern nonrandom 

patterns indicating whether a hypothesis of common authorship better explains the data 

than hypothesising independent authorship. Important tools are corpus analysis and 

theoretical apparatuses such as Community of Practice and the sociolinguistic variable. 

The Court and the Torture Commission have received our analysis, and a major law 

firm has now taken Cubie on as a pro bono appeals client. Supervised by faculty, 

Hofstra forensic linguistic interns work with Law School interns in analysing the 

evidence and appeal possibilities in especially capital cases in which language evidence-

typically a recorded conversation, an interrogation, or a confession-played a crucial role 

in a defendant's conviction and death sentence. Their ongoing research using authentic 

data increases our ever-improving understanding of language and the efficacy of the 

application to real-world cases. 
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Hate Speech and violent language detection with computational linguistics tools are up-

to-the-minute. If such technology could be applied to criminal jargon, law enforcement 

agencies would have new resources to improve investigations and evidence gathering 

against organised crime. For example, if proven that the Mafia's particular and 

semantically unique use of Sicilian dialect is not found in other criminal jargon, the 

mentioned cutting-edge technology could help detect Mafia language among millions of 

words in messages or voice recordings. Trying to fill the gap in Natural Language 

Processing (NLP) applied to crime language for computational forensic linguistics and 

Jurisprudence purposes, this investigation foresees the innovative approach of using 

Machine Learning (ML) tools to the not yet detectable Mafia language from electronic 

surveillance transcriptions, used in Italian courts as evidence. The theoretical 

underpinning of this research is how the NLP approaches the linguistic problems of 

supervised learning. Starting with document classification up to the Mafia language 

identification, the alternative hypothesis has been demonstrated: A Mafia language 

variable can be differentiated and automatically detected from a no-Mafia variable, 

represented by any other criminal jargon. The lack of linguistic references regarding 

crime language identification and NLP perspectives has been a limitation in establishing 

a research methodology. The empirical trial-and-error approach was embraced, partly 

following Corpus Linguistics for text collection and the NLP standard procedures for 

the analysis. Modularity has been used to reduce the samples into tokens, then into 

lemmas to be analysed with PoS Tagger and Parsing. The frequency of words has been 

determined, as well as its keywords with AntConc and RStudio. Once the linguistic 

elements in both variable languages’ samples were identified, a semantic analysis was 

fulfilled from the quantitative perspective to extract specific features with T-Lab. After 

the distinctive linguistic elements of both types of language had been identified, a 

further analysis was carried out to see whether the ML model could learn how to 

identify them from Mafia language labelled examples. For this purpose, the Weka 

utility was used with TF/IDF values settings in the StringToWordVector Classifier to 

convey further relevance to the keywords already identified in the content analysis. 

With a 70% success rate in identifying Mafia language, the results show an 

improvement over the majority class baseline approach, calculated as a starting point 

before applying more complex models to get more robust results in the Weka 

experiment. This pioneering investigation opens new perspectives in language analysis 

with ML tools for Computational Forensic Linguistics and legal proceedings. 

Multidisciplinary teams with IT specialists, legal experts, law enforcement agencies, 

and linguists could directly analyse electronic eavesdrops files thanks to ML tools, 

saving the investigators time and energy. Importance would be given only to those 

conversations that may raise a high percentage of suspicious elements. Relevant 



information would be collected, analysed, and classified for more consistent results 

faster and with better cross-validation to extract meaningful data, more likely to be 

admitted as evidence in court to fight against Mafia with their own words. 
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A linguistic approach to the analysis of the likelihood 

of confusion in trademarks, including personal names 

Author: Yenny Eliana Sotomayor Marcelo (yeliana9@gmail.com) 

Abstract 

This paper focuses on the analysis of the conceptual content of trademarks, including 

personal names. The idea is to offer a reliable and scientific framework when solving 

opposition proceedings. The conceptual content of these trademarks is not clearly 

stated. Instead, they are indistinctly regarded as (1) signs identifying an individual or as 

(2) signs merely used to denote goods/services. This situation has created an uncertain 

treatment with two discordant positions: (a) personal names do not have conceptual 

content, and (b) personal names have conceptual content. Trademark linguistics is an 

established area of forensic linguistics (Butters, 2010). Trade mark law seeks to enforce 

its language planning to grant rights over ownership of words (Shuy, 2002). However, 

the functions of language in trademarks have not been fully identified in legal literature 



yet. Thus, considerations about the meaning require a starting point in linguistics, with a 

broader and highly contextualised interpretation. The linguist's contribution can help 

determine the current usage by linking notions of the linguistic field with legal rules 

and, eventually, proposing changes in the law. However, Guillén-Nieto (2011) affirms 

that forensic linguistics is a relative newcomer in forensic sciences in civil law 

countries. For this reason, even when we can find some cases where the linguistic 

analysis has been admitted, in the end, there is no defined value for this contribution. 

This paper asks four questions: 1) Should trademarks, including personal names, be 

treated as signs denoting only goods/services? 2) How can we define their 'associative 

content'? 3) How can we assess the conceptual content of trademarks, including 

personal names? And 4) how important is the conceptual content for the analysis of 

trademarks, including personal names? This paper considers the semiotic and linguistic 

framework. The semiotic analysis looks into the nature of these signs and how they are 

interpreted. Linguistics, referring to the lexical, semantic, and pragmatic analysis, assist 

us in determining their conceptual content. Semiotics defines 1) the signifier as a 

personal name and 2) the signifier as a trademark, with fixed designations. At the lexical 

level, the etymology identifies its roots and variants. Onomastics demonstrates the 

onymic object: as a personal name and as a trademark. The semantics of proper names 

contains two basic senses: 1) personal name and 2) trademark, each with referents and 

assigned meanings. 
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Language prestige and credibility attribution: On the 

effect of linguistic features on the evaluation of written 

witness statements 
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Abstract 

Written witness statements are an important step in an investigative process: Their 

evaluation as a credible or an unreliable report can decide about the form and extent of 

further investigations conducted by the police. Studies have shown that - regardless of 

the statement's content - linguistic features can significantly influence the perception of 

a witness' trustworthiness. For instance, disturbances of speech fluency like stuttering 

can decrease the impression of false reporting (Addington, 1971). However, the analysis 

of witness credibility has yet focused on two perspectives: Predominantly studies about 

witness credibility strive to identify actual (verbal) truth indicators. Outnumbered 

studies analysing credibility attribution processes do either investigate non-verbal or 

extralinguistic—e.g., prosodic features. Corresponding to this research gap, this PhD 

project suggested for presentation shifts the focus on intralinguistic features. Since it is 

proven that the impression of competence leads to the impression of credibility (see 

Nawratil, 2006) the present study follows the hypothesis of a higher credibility 

attribution in written statements containing prestigious language features. Prestigious 

language is operationalised as educational language containing characteristics such as a 

complex and condensed nominal style. The empirical approach consists of two steps: 

text manipulation and a subjective rating through test persons using a semantic 

differential. The text manipulation comprises the replacement of simplified colloquial 

features by educational language features. As an example, active structures are 

exchanged using depersonalising constructions. In the rating, test groups were asked to 

evaluate the written witness statements on a classic semantic differential including 

dichotomous poles like ‘trustworthy - untrustworthy’. Half of the test groups read the 

authentic statements; the other half read the manipulated reports. In total, the corpus 

rated consists of thirty five authentic witness statements (provided through a 

collaboration with a traffic commissariat and the prosecution of Münster, approved by 

the ministry of justice of North Rhine-Westphalia) and of thirty five manipulated 

pedants. The present results picture strong evidence of witnesses using educational 

language receiving a higher credibility score. Furthermore, the present study excursively 

attempts to categorise the text type of written witness statements showing an enormous 

span width of techniques used by the witnesses to formulate the incidents. The 

inventory of the authentic statements contrary to expectations inter alia shows 

dominance of conceptual oral constructions. Colloquial forms are frequently used. In 

addition, especially quantitative parameters as text and sentence lengths seem to vary 

with the degree of involvement. Although the written statement is one of the first and, 

therefore, relevant measures used for investigations by the police, it has not been 

considered in forensic linguistic research until now. However, the results show that 

certain language features can indeed influence the impression of credibility. Moreover, 

witnesses seem to struggle with producing the unknown text type—resulting in sparsely 

comprehensible reports. Therefore, linguistic research on witness statement can and 

should be implemented to create guidelines to help the production and evaluation. 
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Interactional strategies in expert witness cross-

examination. 
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Abstract 

Expert testimony has focused on numerous legal, psychological and philosophical 

studies (Ward, 2017). Lawyer-witness interaction, in turn, has been a prominent 

research area in linguistic scholarship, looking at such aspects as questioning strategies, 

a manifestation of power and authority, and the effect of presentational style on juries 

(Cotterill, 2003; Heffer, 2005). Since expert witnesses do not report what they have 

personally experienced or observed, they offer assessments based on 'sufficient facts or 

data', and they communicate expert knowledge with a 'reasonable degree of scientific 

(or discipline) certainty.' This aspect finds reflection in the linguistic practices such 

witnesses pursue when interacting with the council and in the questioning tactics that 

the opposing counsel employs to undermine expert testimony's validity during cross-

examination. During cross-examination, the voice of law—with its fact-finding 

principles determining what counts as 'evidence' or 'truth'—and the voice of science—

with its primary goal of discovering the truth—meet. In my talk, adopting a discourse-

analytic perspective, I will explain how the troubled relationship between science and 

law becomes manifest during the cross-examination of two medical experts in a jury 

trial and how the two resist the narrative imposed by the opposing counsel. Using data 

from the California v. Murray trial, I will present the strategies identified in a corpus-

assisted analysis of the trial transcripts (collocates of I, you and we) as well as those 

identified through a qualitative analysis of the trial videos, and I will demonstrate the 

role that these strategies play in the negotiation of the status of expert knowledge. As 

the analysis suggests, the counsel's turns are characterised by the use of hypotheticals 

(would you expect) as well as reliance on negation to challenge the witness's expertise 

(didn't you?). The expert witnesses, on the other hand, use communication verbs to 

mark resistance (I would disagree), negation to signal non-commitment (I'm not aware), 

as well as markers of expert identity (we as clinicians) and of limited knowledge (it's 

outside my realm). The tension between the legal and medical worlds is also visible in 

the choice and preferred interpretation of medical terminology (insomnia vs sedation). 



Summing up, the findings demonstrate what interactional strategies are typical of expert 

witness cross-examination in the adversarial system. In addition, they provide more 

insights into the presentational style of expert witnesses and how they communicate 

expert knowledge or its lack. As such, they add to the body of research on courtroom 

epistemics and may be applied in future studies comparing the styles and stances of 

expert and fact witnesses. 
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Text type independence of distinguishing author 

features 
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Abstract 

When trying to identify or verify an author of a disputed text, we use textual features 

that are to some degree distinguishing for the author(s) in question. We build on our 

experience (in expert-based studies) or statistics (in computer-based studies) to 

determine those features. In both cases, our opinions on ‘good’ features are based on 

available undisputed texts. One problem with this approach is that the disputed texts 

may differ from the disputed texts. Especially in a forensic context, it is likely that 

available background material is quite different from the disputed texts. Potential 



‘solutions’ to this problem so far generally consist of 1) ignoring the problem altogether 

and assuming that the value of the features survives a text type change or 2) demand 

that background material is of the same type as the disputed texts. As the circumstances 

often rule out the second solution, I investigate the viability of the first one. I largely 

expect that not all features will be equally distinguishing in different text types but that 

some types of features, especially ones based on syntax and richness, may be more 

resistant to text type changes than others. My experimental data consists of the British 

National Corpus (BNC), with the extracted features being the same as those used in 

author identification for the chapter on Automatic Authorship Investigation in the 

Palgrave volume on Forensic Linguistics (Victoria Guillén Nieto and Dieter Stein, 

2021): character n-grams, token n-grams, syntactic n-grams (i.e. subtrees of the 

constituency analysis trees), syntactic rewrites, and richness measures (both lexical and 

syntactic). There are both the original forms and ones that try to mask topic dependent 

words for the token and syntactic features. Based on the documentation, I identified 19 

authors who have samples in two different text types. This aspect varies from academic 

texts in different fields, or texts within the same field but academic and non-academic, 

to prose fiction versus academic text in the technical-engineering field. For those 

authors, I determine how the authors' feature values in each text type compare to the 

other authors' values in those text types. I then compare whether these relative values 

are similar for the different text types. Finally, I determine specific features and types of 

features and how robust they are against text type changes. My findings are vital to any 

future investigations, forensic or not, where there is insufficient background material of 

the same nature as the disputed text(s). Furthermore, if my hypothesis is correct, it will 

indicate which types of features can be used in this situation. At the moment of 

submitting this abstract, I do not yet have results. However, the data is already 

processed, and there will be full results for presentation at the conference. 
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